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Abstract

We present a highly efficient blind restoration method
to remove mild blur in natural images. Contrary to the
mainstream, we focus on removing slight blur that is often
present, damaging image quality and commonly generated
by small out-of-focus, lens blur, or slight camera motion.
The proposed algorithm first estimates image blur and then
compensates for it by combining multiple applications of
the estimated blur in a principled way. To estimate blur we
introduce a simple yet robust algorithm based on empirical
observations about the distribution of the gradient in sharp
natural images. Our experiments show that, in the context
of mild blur, the proposed method outperforms traditional
and modern blind deblurring methods and runs in a fraction
of the time. Our method can be used to blindly correct blur
before applying off-the-shelf deep super-resolution meth-
ods leading to superior results than other highly complex
and computationally demanding techniques. The proposed
method estimates and removes mild blur from a 12MP im-
age on a modern mobile phone in a fraction of a second.

1. Introduction
Image sharpness is undoubtedly one of the most relevant

attributes defining the visual quality of a photograph. Blur
is caused by numerous factors such as the camera’s focus
not being correctly adjusted, objects appearing at different
depths, or when relative motion between the camera and
the scene occurs during exposure. Even in perfect condi-
tions, there are unavoidable physical limitations that intro-
duce blur. Light diffraction due to the finite lens aperture,
integration of the light in the sensor and other possible lens
aberrations introduce blur leading to a loss of details. Addi-
tionally, other components of the image processing pipeline
itself, particularly demosaicing and denoising, can intro-
duce blur.

Removing blur from images is a longstanding problem in
image processing and computational photography spanning
more than 50 years [21, 24, 27]. Progress has been clear and
sustained. From image enhancement algorithms [13, 44],

blurry input blurry crop polyblur

Figure 1: Mild blur, as shown in these examples, can be
efficiently (42ms/MP on a mid-range smartphone CPU) re-
moved by combining multiple applications of the estimated
blur. Readers are encouraged to zoom-in for better visual-
ization.

blind and non-blind deconvolution methods [9, 28, 38, 41]
where sophisticated priors are combined with optimization
schemes, to very recent years with the incipient application
of deep neural models [10, 25, 26, 42, 45, 54, 48].

Many of these methods are capable of processing signif-
icantly degraded images revealing previously unseen image
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details. The gain in quality is in many cases extraordinary,
but impractical. These methods make extensive use of prior
information (learned or modeled) producing images that are
often unrealistic. This is mainly because the inverse prob-
lem they tackle is seriously ill-posed.

In this work, we detach ourselves from the current trend
and focus on the particular case where the blur in the image
is small. As we show in our experimental results, for this
case, the vast majority of existing methods generate notori-
ous image artifacts in addition to requiring great computa-
tional power. This is mainly because most of the algorithms
were not specifically designed for this very common and
practical use case. We introduce a highly efficient blind im-
age restoration method that removes mild blur in natural im-
ages. The proposed algorithm first estimates image blur and
then compensates for it by combining multiple applications
of the estimated blur in a principled way. The method is in-
spired by the fact that the inverse of an operator that is close
to the identity (e.g., mild blur), can be well approximated
by means of a low-degree polynomial on the operator itself.
We design polynomial filters that use the estimated blur as
a base and approximate the inverse without neglecting that
image noise can get amplified. The removal of blur com-
monly leads to the introduction of halos (oversharpening)
mostly noticeable near image edges. To address this, we
present a mathematical characterization of halos and pro-
pose a blending mechanism to render an artifact-free final
image. This step, which is also highly efficient, is impor-
tant to achieve consistent high quality.

Experiments with both real and synthetic data show that,
in the context of mild blur in natural images, our proposed
method outperforms traditional and modern blind deblur-
ring methods and runs in a fraction of the time. The sim-
plicity of the polynomial filter, together with the choice of
the Gaussian function as blur the model, enables a highly ef-
ficient implementation. The method runs at interactive rates
so it can be used on mobile devices. Polyblur can estimate
and remove mild blur on a 12MP image on a modern mo-
bile phone in a fraction of a second. Additionally, we show
that Polyblur can be used to blindly correct blur on an im-
age before applying an off-the-shelf deep super-resolution
method. Learning-based single image super-resolution al-
gorithms (SISR) are usually trained on images where the
degradation operator has been modeled in an over-simplistic
way (typically by bilinear or bicubic blur). Polyblur in com-
bination with a standard deep SISR network leads to supe-
rior results than other highly complex and computationally
demanding methods.

2. Related Work
Image blur is generally modeled as a linear operator act-

ing on a sharp latent image. If the blur is shift-invariant then
the blurring operation amounts to a convolution with a blur

kernel. This implies,

v = k ∗ u+ n, (1)

where v is the captured image, u the underlying sharp im-
age, k the unknown blur kernel and n is additive noise. In
what follows we review the different families of methods
that remove image blur.

Blind deconvolution and variational optimization. The
typical approach to image deblurring is by formulating the
problem as one of blind deconvolution where the goal is to
recover the sharp image u without knowing the blur kernel
k [6, 24, 27]. Most blind deconvolution methods run on two
steps: a blur kernel k is first estimated and then a non-blind
deconvolution technique is applied [8, 9, 35, 37, 50, 51].
Fergus et al. [9] is one of the best examples of the blind de-
convolution variational family that seeks to combine image
priors, assumptions on the blurring operator, and optimiza-
tion frameworks, to estimate both the blurring kernel and
the sharp image [4, 7, 18, 23, 31, 38, 41, 51]. Estimating
the blur kernel is easier than jointly estimating the kernel
and the sharp image together. Levin et al. [28, 29] show that
it is better to first solve a maximum a posteriori estimation
of the kernel than the latent image and the kernel simul-
taneously. Notwithstanding, even in non-blind deblurring,
the significant attenuation of the image spectrum by the blur
and model imperfections, lead to an ill-posed inverse prob-
lem [1, 22].

Sharpening methods. Sharpening methods aim to re-
duce mild blur and increase overall image contrast by lo-
cally modifying the image. Unsharp masking, arguably the
most popular sharpening algorithm is very sensitive to noise
and generally leads to oversharpening artifacts [20, 39].
Zhu and Milanfar [56] propose an adaptive sharpening
method that uses the local structure and a local sharp-
ness measure to address noise reduction and sharpening si-
multaneously. Bilateral filtering [47], and its many vari-
ants/adaptations [3, 13, 32, 44] can be used to enhance the
local contrast and high frequency details of an image. The
overall idea is to proceed similarly to that of unsharp mask-
ing: the input image is filtered and then a proportion of the
residual image is added back to the original input. This
procedure boosts high-frequencies that are removed by the
adaptive filter. Since sharpening methods do not explicitly
estimate image blur, their deblurring performance is lim-
ited. In fact, sharpening algorithms are strictly local opera-
tors and do not have access to additional information from
outside the local neighborhood. Whereas deblurring algo-
rithms like ours use the estimation of blur, which in general
is global or done on a larger neighborhood, to remove the
blur.

Deblurring meets deep-learning. In the past five years,
with the popularization of deep convolutional networks sev-
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eral image deblurring methods have been introduced [5, 10,
25, 26, 42, 43, 45, 48, 49, 54]. Most of these methods
target strong motion blur and are in general trained with
large datasets with realistically synthesized image blur. Ef-
ficient deblurring using deep models is a very challenging
task [34].

Blind deconvolution methods do a remarkable job when
the image is seriously damaged and manage to enhance very
low quality images. However, their performance in the par-
ticular case where blur is mild is limited since they intro-
duce, in general, noticeable artifacts and have a significant
computational cost. At the other extreme, adaptive sharp-
ening methods do a fine job boosting image contrast when
the input image has very little blur. Since they do not in-
corporate any explicit measure of the blur, their deblurring
capabilities are restricted. Deep learning based methods re-
quire high computational cost, making them impractical in
many contexts. This work focuses on the problem of esti-
mating and removing slight blur. As we show in the exper-
imental part, in this setting, the proposed method produces
superior results to blind deconvolution techniques and other
popular adaptive sharpening algorithms, and similar results
vs. advanced deep networks while being significantly more
efficient.

3. Deblurring with polynomial filters
Approximating the filter inverse. Let us first assume that
we have an estimation of the blur kernel k. To recover the
image u we need to solve an inverse (deconvolution) prob-
lem. If the blur kernel is very large, the inversion is sig-
nificantly ill-posed and some form of image prior will be
required. In this work, we assume that the image blur is
mild (see examples on Figure 1) so, as we will show in the
experimental section, there is no need to incorporate any
sophisticated image prior. Instead we proceed by building a
linear restoration filter constructed from the estimated blur.
An interesting observation [19, 33, 46] is that by carefully
combining different iterations of the blur operator on the
blurry image we can approximate the inverse of the blur.
One way to illustrate this is as follows.

Lemma 1. Let K be the convolution operator with the blur
kernel k, then if ‖I − K‖ < 1 under some matrix norm,
K−1 the inverse of K exists and,

K−1 =

∞∑
i=0

(I −K)i. (2)

The proof is a direct consequence of the convergence
of the geometric series. If we assume circular boundary
conditions for the convolution, then the eigenvectors of the
matrix K are the Fourier modes of k. This implies that
(I −K)i = FH(I − D)iF , where F is the Fourier basis,

FH is the Hermitian transpose of F , and D is a diagonal
matrix with the eigenvalues of K.

In particular, the series converges if the kernel Fourier
coefficients k̂(ζ) satisfy

∣∣∣k̂(ζ)− 1
∣∣∣ < 1. In the case of blur

filters that conserve the overall luminosity, a reasonable hy-
pothesis is that k(x) ≥ 0, and

∫
k(x)dx = 1. This implies

that |k̂(ζ)| ≤ 1 which is not enough to guarantee conver-
gence.

Polynomial filters. According to Lemma 1 we can ap-
proximate the inverse with a polynomial filter using the blur
kernel as a base. For instance, if we truncate the power se-
ries and keep up to order 3, the polynomial approximate
inverse of K is,

K inv
3 = 4I − 6K + 4K2 −K3. (3)

This motivates the use of more general polynomials

p(K) =

d∑
i=0

aiK
i, (4)

where the order d and coefficients (a0, . . . , ad) can be de-
signed to amplify or attenuate differently depending on how
the blur is affecting a particular component.

Symmetric filters with non-negative Fourier coefficients.
Let us first assume that the blur filter k(x) is symmetric
k(x) = k(−x), and has non-negative Fourier coefficients.
We will later show how we can generalize the approach to
any filter. In this setting, k̂(ζ) the Fourier coefficients of the
filter k are in [0, 1]. The Fourier coefficients of the poly-
nomial filter are related with the ones from the base filter
through the same polynomial, that is,

p̂(k)(ζ) =

d∑
i=0

aik̂(ζ). (5)

A polynomial filter can be analyzed in the Fourier domain
by looking into how the interval I = [0, 1] is mapped by
the polynomial. This reflects how the differently attenu-
ated Fourier components get amplified or attenuated by the
polynomial filter. In Figure 2 we show a plot of different
example polynomials p(x) when applied to a signal x ∈ I .

If we apply the polynomial filter to an image v that has
been affected by the same base blur k as the one used to
build the polynomial filter, we get

p(K)v = p(K)Ku+ p(K)n, (6)

where it becomes evident that there is a trade-off between
inverting the blur (i.e., p(K)K ≈ Id.) and avoiding noise
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Figure 2: Polynomial filters can be analyzed directly on the
Real line. We present an example of the proposed p3,α,b
family.

amplification, i.e., p(K)n ≈ 0. Our goal is to design poly-
nomials that (i) try to invert the effect of blur in the fre-
quencies that have not been significantly attenuated, and (ii)
avoid over-amplifying frequencies affected by the blur. The
right plot in Figure 2 shows p(x)x, which can be interpreted
as the combined effect of applying the polynomial on a sig-
nal that has been attenuated by the same blur.

3.1. Designing deblurring polynomial filters

We want to build a polynomial filter p(K)K ≈ Id, when
K is close to the identity, or in terms of the polynomial,
p(x) ≈ 1/x if x ≈ 1. Note that a Taylor expansion of 1/x
at x = 1 of degree d, leads to the polynomial filter from
truncating (2) to degree d. This polynomial does a good job
approximating the inverse, but significantly amplifies noise,
particularly in the most attenuated components. Instead, we
propose to approximate the inverse but have better control
of how noise is amplified. Let us assume we design a poly-
nomial of degree d, i.e., we need to define the d + 1 co-
efficients. We will approximate the inverse by forcing the
polynomial to have equal derivatives at the ones of the in-
verse function at x = 1. This is done up to order d− 2,

p(i)(x = 1) = (−1)i i!, (7)

for i = 1, . . . , d− 2. We also have the additional constraint
that p(x = 1) = 1 (no change in luminosity). The remain-
ing two degrees of freedom are left as design parameters.
We can control how the mid-frequencies get amplified by
controlling p(d−1)(x = 1) = α, and also, how noise is am-
plified at the frequencies that are completely attenuated by
the blur, by controlling p(x = 0) = b. This system of d+ 1
linear equations leads to a (closed-form) family of polyno-
mials, pd,α,b. The value of α and b should vary in a range
close to the one given by the truncated power series, i.e.,
α = (−1)dd! and b = d+ 1.

We choose the polynomial filter family of degree d = 3,

p3,α,b(x) = (α/2− b+ 2)x3 + (3b− α− 6)x2

+ (5− 3b+ α/2)x+ b. (8)

Input α=4
b =1

α=8
b =1

α=16
b =1

α=2
b =4

α=4
b =4

α=8
b =4

α=16
b =4

Figure 3: Effect of using different Polynomials from the
p3,α,b family.

In Figure 2 we show different polynomials and how their
shape is affected by the design parameters α and b. All the
results presented in this article are with polynomials of this
third order family. As an illustration, we show in Figure 3
the behavior using different coefficients in the polynomial
deblurring.

Generalization to any blur filter. Kernels with negative or
complex Fourier coefficients (as the one shown in Fig. 4a)
cannot be directly deblurred using our Polynomial filtering.
Negative or complex Fourier coefficients will get wrongly
amplified by the Polynomial deblurring leading to strong
image artifacts (Fig. 4b). One way to circumvent this is
by applying a correction filter ck(x) to the input image so
that total blur kernel h = ck ∗ k has the desired properties
(non-negative Fourier coefficients). Thus, we proceed as
follows. Given the kernel k and the blurry image v, we
compute vc = ck ∗ v, and h = ck ∗ k. Image vc is deblurred
using a polynomial filter with base filter h.

Filtering the image with the flipped kernel, i.e., ck(x) =
k(−x) will lead to h(x) having real non-negative Fourier
coefficients ĥ(ζ) = |k̂(ζ)|2. However, this correction filter
introduces additional blur to the image, making the deblur-
ring problem harder (Fig. 4c) An alternative approach is to
design the correction filter to compensate for the phase but
without introducing any additional attenuation of the spec-
tra. This can be done by the pure phase filter, ĉk(ζ) =
¯̂
k(ζ)/|k̂(ζ)|. As can be shown in the example in Figure 4d,
phase correction leads to a deblurred artifact-free image.

4. Parametric mild blur model and estimation

Since we target mild-blur removal, there is not much
gain in having a very fine model of the blur. We thus pro-
pose to model the blur kernel with an anisotropic Gaussian
function, specified with three parameters: σ0, the standard
deviation of the main axis, ρ = σ1/σ0, the ratio between
the the principal axis and the orthogonal one standard de-
viations, and θ, the angle between the major axis and the
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(a) blurry input (b) no-correction (c) flip-correction (d) phase-correction

Figure 4: Kernels with negative or complex Fourier coeffi-
cients (as the one shown in blue) need to be compensated
before applying our polynomial deblurring. In blue the in-
put blur kernel k, in orange each respective correction filter
ck, while in red corrected kernels h = ck ∗ k used in the
Polynomial deblurring (b-d).

horizontal. Thus, the Gaussian blur kernel at pixel (x, y) is:

k(x, y) = Z exp
(
−(ax2 + 2bxy + cy2)

)
, (9)

where a = cos(θ)2

2σ2
0

+ sin(θ)2

2ρ2σ2
0

, b = sin(2θ)
4σ2

0
( 1
ρ2 − 1), c =

sin(θ)2

2σ2
0

+ cos(θ)2

2ρ2σ2
0

and Z is a normalization constant so the
area of the kernel is one. Although this is a rough model
for arbitrary blur in images, if the blur is small, either direc-
tional or isotropic, the anisotropic Gaussian parameteriza-
tion is reasonable. Figure 5(left) shows examples of Gaus-
sian blur kernels.

4.1. From natural image model to blur estimation

Estimating a blur kernel given only an image is a chal-
lenging ill-posed problem. It is necessary to make some
assumptions, for instance by using an image prior (learned
from data or from a statistical or any kind of mathematical
model). In this work, we focus on efficiency and require
that the estimation of the blur is very fast. Thus, varia-
tional models, for instance those typically involved in blind-
deconvolution approaches are prohibitively expensive. In-
stead, we will rely on the following rough observations
about the image gradient distribution.

Assumption 1. In a sharp image, the maximum value of
the image gradient in any direction is mostly constant and
roughly independent of the image.

Assumption 2. If a sharp image is affected by Gaussian
blur, the blur level in the direction of the principal axis will
be linearly related to the inverse of the maximum image gra-
dient in the principal directions.

Based on these assumptions we proceed as follows. We
first estimate the maximum magnitude of the image deriva-
tive at all possible orientations and then take the minimum

value among them. This leads to

fθ = min
ψ∈[0,π)

fψ = min
ψ∈[0,π)

max
x
|∇ψv(x)|, (10)

where v(x) is the input image, and ∇ψf(x) = ∇v(x) ·
(cosψ, sinψ), is the directional derivative of v at direction
ψ. Then, the blur kernel parameters are

θ = arg min
ψ∈[0,π)

fψ, σ0 =
c

fθ
and σ1 =

c

fθ⊥
, (11)

where c is a coefficient controlling the assumed linear rela-
tion between the gradient feature and the level of blur.
Observation. The estimation of the image gradient at any
given image pixel introduces additional blur (since some
sort of interpolation is needed). This will be in addition
to the image blur that the image already has. Let us assume
the blur estimation introduces an isotropic Gaussian blur of
strength σb, then the total blur of the image will be approx-
imately σ2

0T = σ2
b + σ2

0 (due to the semigroup property of
Gaussian function). This leads to

σ0 =

√
c2

f2θ
− σ2

b , σ1 =

√
c2

f2θ⊥
− σ2

b , (12)

where c and σb are two parameters to be calibrated.

4.2. Calibration and model validation

To calibrate the parameters c and σb we proceed as fol-
lows. Given a set of sharp high quality images, we simulate
K = 1000 random Gaussian blurry images, by randomly
sampling the blur space and the image set. The Gaussian
blur kernels are generated by sampling random values for
σ0 ∈ [0.3, 4] and ρ ∈ [0.15, 1]. Additive Gaussian white
noise of standard deviation 1% is added to each simulated
blurry image.

For each of the blurry images we compute the gradient
features and the maximum and minimum values according
to (10). The parameters c and σb are estimated by minimiz-
ing the mean absolute error. Figure 5 presents the calibra-
tion results. Additional details are included in the supple-
mental material.

5. Polyblur implementation details
In this section we describe a Polyblur implementation to

allow us to achieve the performance to deblur a 12MP im-
age on a modern mobile platform in a fraction of a second.
The core parts of the algorithm are implemented using the
language Halide [40].
Blur estimation. We follow Sec. 4.1 to estimate the blur.
As the first step we normalize the image using quantiles
(q = 0.0001 and 1 − q) to be robust to outliers. From
the image gradient we compute the directional derivative at
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Figure 5: Gaussian blur model and examples (left). The
middle plot shows the relationship between the computed
gradient feature fθ and σ0 on simulated images, and the
calibrated model (Eq. (12), red curve). The right plot shows
the error on the estimation of the blur angle θ, as a func-
tion of ρ. Angle estimation error is very low for anisotropic
(directional) kernels (low ρ value).

m = 6 angles uniformly covering [0, π). The maximum di-
rection of the magnitude at each angle is found and among
the m maximum values, we find the minimum value and
angle (f0, θ0) through bicubic interpolation. Using (12) we
compute σ0 and σ1. A pseudo-code for the blur estimation
step is included in the supplemental material.
Deblurring step. The deblurring filter has a closed form
given by the estimated blur and the polynomial in (8). In
the case of using a third order polynomial, the restoration
filter support is roughly three times the one of the estimated
base blur. Large blur kernel convolutions can be efficiently
computed in Fourier domain. If the Gaussian blur is sepa-
rable, the convolution can be efficiently computed in-place.
In this case, we do not compute the polynomial filter and
directly apply and accumulate repeated applications of the
Gaussian blur as follows:

v0 = adv, vi = k ∗ vi−1 + ad−iv, for i=1, . . . , d, (13)

where v is the input blurry image, k the estimated blur ker-
nel, and a0, . . . , ad the deblurring polynomial coefficients,
and vd the deblurred output image. Non-separable Gaussian
filtering can also be efficiently computed by two 1D Gaus-
sian filters in non-orthogonal axis. This can further optimize
our procedure.
Halo detection and removal. Halos can be generated due
to misestimation of blur or more generally due to model
mismatch. Halos appear at pixels where the blurry im-
age and restored image have opposite gradients (gradient
reversal). Let v(x) be the blurry image and v̄(x) the de-
blurred one. Pixels with gradient reversal are those where
M(x) = −∇v(x) · ∇v̄(x), is positive.

Let us compute a new image v̄z(x) formed as a per pixel
convex combination (blending) of the input image v(x) and
the deblurred one v̄(x) using a weights z(x) ∈ [0, 1],

vz(x) = z(x)v(x) + (1− z(x))v̄(x). (14)

input no-HR w/HR

0 50 100 150 200 250 300 350
50

100

150

200

deblurring
deblurring + HR
input

345 350 355 360
50

100

150

200

Figure 6: Halo Removal (HR). Top row shows a crop for
the input image, the deblurred one, and the final merge with
the halo removal step. In the bottom we show a profile (and
a zoom-in on the right) of the insensitive values orthogonal
to the balloon boundary (orange segment). The gradient
reversal has been eliminated.

We want to avoid halos in the final image vz(x), but keep
as much as possible of the deblurred one v̄(x). If z(x) does
not change too fast, then

∇vz(x) = z(x)∇v(x) + (1− z(x))∇v̄(x). (15)

To avoid halos on the final image we require ∇v(x) ·
∇vz(x) > 0. Then, we get that for pixels whereM(x) > 0,
having

z(x) ≤ M(x)

‖∇v(x)‖2 +M(x)
,

leads to a new image that does not have any gradient rever-
sal introduced in the deblurring step. To keep as much as
possible of the deblurred image, z(x) should be as small as
possible. Then the final image is generated by adopting

z(x) = max

(
M(x)

‖∇v(x)‖2 +M(x)
, 0

)
, (16)

in the convex combination given by (14). Figure 6 shows an
example of a filtered image and the halo correction.
Polyblur iterated. To remove some remaining image blur,
we can re-apply Polyblur. This implies re-estimating the
image blur on the previous deblurred image, and applying a
new polynomial deblurring. In the next section we present
some results when iterating polyblur multiple times.

6. Experiments
We carried out a series of experiments to evaluate Poly-

blur and compare against other blind deblurring [12, 15, 26,
36, 45, 53] and sharpening methods [14, 56]. The compar-
ison is threefold: we compare traditional metrics such as
PSNR, SSIM and perceptual ones such as LPIPS [55]; we
do a visual inspection of artifacts (qualitative); and we re-
port processing times. We also present results on images in
the wild having mild blur. Finally, we show how Polyblur
can be used to remove blur before applying an off-the-shelf
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Algorithm phase 12MP 3MP 1MP

1. Blur estimation 302 (357) 88 (95) 23 (25)
2a. Polyblur (separable) 66 (194) 16 (82) 9 (35)
2b. Polyblur (Fourier) 266 (472) 35 (212) 16(134)
3. Halo removal 14 (70) 61 (20) 3 (7)

Table 1: Times in ms run on desktop(mobile). Desktop:
Intel Xeon Haswell 2.3GHz, mobile: Snapdragon 855.

image superresolution deep method. Table 1 shows aver-
age execution times for each step in the Polyblur algorithm.
Our method can process a 12MP image on a modern mobile
platform in 600ms.

Comparison on simulated blur. We generated a mild-
blur dataset by artificially blurring sharp images from the
DIV2K validation dataset. Mild blur is simulated by ap-
plying a random Gaussian kernel of different sizes, shapes,
and orientations (σ0 ∼ U [0.3, 4]). Additive white Gaussian
noise of standard deviation 1% is added on top. More de-
tails are included in the supplementary material. Polyblur
produces the best results in terms of PSNR and MS-SSIM
while being significantly faster than most of the other de-
blurring methods (Table 2). As shown in Figure 7, Polyblur
leads to naturally pleasant images, while most of the com-
pared methods introduce artifacts. The visual quality of the
output results is similar to highly complex methods such as
DeblurGAN-v2 [26]. Our CPU implementation of Polyblur
is still 50% faster than the highly optimized mobile version
of DeblurGANv2 that runs on GPU.

Method PSNR MS-SSIM LPIPS Time

SRN [45] 27.58 0.948 0.304 75-152†

SparseDeb [53] 27.48 0.940 0.296 > 5000

DebGANv2 [26] 29.79 0.963 0.213 350†

DebGANv2m [26] 29.53 0.958 0.209 60†

Spectral [12] 27.14 0.950 0.230 > 5000
Deblur-l0 [36] 27.31 0.945 0.263 > 5000
GLAS [56] 28.15 0.957 0.284 > 5000
GuidFilt [14] 26.98 0.934 0.282 80
ConvDeb [15]∗ 27.08 0.938 0.238 90
Polyblur-1it 30.38 0.968 0.236 42
Polyblur-2it 30.06 0.964 0.255 84
Polyblur-3it 29.44 0.955 0.269 126
Blurry-noisy 29.31 0.956 0.245 -

Table 2: Mild deblurring on the synthetic dataset gener-
ated from DIV2K. Lower LPIPS values imply better quality.
Polyblur-N it indicates applying Polyblur N times. Con-
vDeb [15]∗ did not produce reasonable results in 32/100
images (average values are computed in the rest). Times
are in ms (for a 1MP image), and we present them here as
an indicative reference. † indicates GPU.

InputInput

ConvDeblurringConvDeblurring

GLASGLAS

GuidedFilterGuidedFilter

Spectral-Irr.Spectral-Irr.

SRN-DeblurSRN-Deblur

DeblurGANv2DeblurGANv2

PolyblurPolyblur

GroundtruthGroundtruth

Figure 7: Comparison of Polyblur with other deblurring
and adaptive sharpening methods on synthetically blurred
DIV2K dataset.

Dealing with noise and compression artifacts. If com-
putational resources are available, a prefiltering step sepa-
rating noise-like structure from the rest can be applied. If
the input image is very noisy or has compression artifacts,
this prefiltering step will keep Polyblur from amplifying ar-
tifacts present in the image. Since the residual image can be
added back at the end, this step does not need to be carried
out by a state-of-the-art denoiser. Fig. 8 shows an example
of Polyblur on a noisy and compressed image. We evaluated
two alternatives, the Pull-Push denoiser [17] and the Do-
main Transform [11] edge-preserving filter. In both cases
we achieve the desired deblurring, and a pleasant result.

7



input no-prefilter w/pull-push w/dom. transform

Figure 8: Pre-filtering. When the input image presents noise
and other artifacts, Polyblur can amplify artifacts. As a pre-
step, we may apply any filter that separates high-frequency
texture and other details [11, 17], apply Polyblur (α = 6,
b=1), and finally add back the residual.

Results on images in the wild. In Figure 1 we present a
selection of results of Polyblur applied to some images in
the wild. As shown, Polyblur manages to remove mild blur,
as the one present in most images, without introducing any
new artifacts. Please refer to the supplemental material for
comparison with other state-of-the-art deblurring and sharp-
ening methods.

Deblurring before super-resolution. Single image super-
resolution has seen remarkable progress in the last few
years mostly due the use of deep models trained on image
datasets. The common practice [52] is to simulate low-
resolution training images by simply applying a bicubic
downsampling operator. Unfortunately, inference perfor-
mance suffers significantly if images do not tightly follow
the training distribution. We evaluate the performance of
applying Polyblur as a pre-step before using an off-the-shelf
deep network for doing 4× image upscaling. We trained
from scratch an EDSR [30] network with 32 layers and 64
filters using DIV2K training dataset. We compare against
KernelGAN [2] and the Correction filter introduced in [16].
Figure 9 shows examples of applying Polyblur before up-
scaling the image. Table 3 shows a quantitative comparison
of our approach and the competitors. Polyblur produces the
best quantitative and qualitative results.

7. Conclusion
We introduced a highly efficient algorithm for estimat-

ing and removing mild blur that is ubiquitously present in
many captured images (especially on handheld devices). A
parametric blur kernel is first estimated using simple gradi-
ent features that encode the direction and intensity of the
blur. The estimated blur is then removed by combining
multiple applications of the blur kernel in a well founded
way that allows us to approximate the inverse while con-
trolling the noise amplification. Our experiments show that,
in the context of mild blur, the algorithm produces similar

Method PSNR SSIM

Bicubic 25.354 0.6775
EDSR [30] 25.628 0.6971
KernelGAN [2] 26.810 0.7316
CorrectionFilter[16] + EDSR 26.204 0.736
Polyblur-1it + EDSR 26.966 0.7396
Polyblur-2it + EDSR 27.115 0.7452
Polyblur-3it + EDSR 26.955 0.7368

Table 3: 4x Super-resolution on DIV2KRK dataset [2].
Polyblur-N it indicates applying Polyblur N times. PSNR
and SSIM values are directly taken from [2, 16]. In red font
the best method, in blue the second best.

input (low-res)

EDSR

KernelgGAN + ZSSR

polyblur-1it + EDSR

polyblur-2it + EDSR

polyblur-3it + EDSR

groundtruth

Figure 9: Image 4× super-resolution using an off-of-the-
shelf deep SISR model with unknown PSF (EDSR [30]).
More results are given in the supplementary material.

or better results than other state-of-the-art image deblurring
methods while being significantly faster. The whole deblur-
ring process runs in a fraction of a second on a 12MP im-
age on a modern mobile platform. Our method can be used
to blindly correct blur before applying an off-the-shelf deep
super-resolution model leading to superior results than other
computationally demanding techniques. As future work, we
would like to explore how to extend our method to address
stronger blurs while maintaining the high efficiency of the
algorithm.
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